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ABSTRACT 

 

Spectral clustering is a powerful technique in data 

analysis. It has become one of the most popular modern 

clustering algorithms and it is widely used in many real 

world applications. It groups entities by using eigenvalues 

and eigenvectors of matrices derived from data. It is simple 

to implement and can be solved efficiently by standard linear 

algebra software. Another method recently developed for 

clustering problem is the b-coloring method. In this work we 

propose a new approach, called SB-CLUST, to improve the 

performance of spectral clustering, which is based on both 

graph b-coloring algorithm and the recursive spectral 

approach. This is the first time a method based on spectral 

and graph b-coloration algorithm proposed for clustering 

problems. In this paper we will perform a comparative study 

between our developed method SB-CLUST and the classical 

clustering spectral algorithm using UCI data sets. The 

comparative results show that SB-CLUST algorithm has a 

great potential to solve a clustering problems.  
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I. INTRODUCTION 

 

The clustering approach is the task of grouping a set of 

entities in such away entities in same cluster are more similar 

to each other than those belong to other clusters [1]. The 

spectral clustering methods are based on the calculation of 

eigenvectors and eigenvalues of the similarity matrix of 

entities to be clustered. It consists of extracting the 

eigenvectors associated to the largest eigenvalues (spectrum) 

of Laplace matrix. These eigenvalues constitute a reducible 

dimension space where the transformed data are linearly 

separable. Spectral algorithms differ basically in the number 

of eigenvectors they use for partitioning and the similarity 

matrix [3]. 
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In this work we will introduce a new method called sb-

clust. This newly proposed method empowers the existing 

spectral algorithm by the b-coloring algorithm proposed in 

[4]. The principle of our algorithm is to decompose 

recursively the set of entities into two subsets "clusters", and 

then  it chose the subset to divide by the spectral clustering 

algorithm and so on until the number of the subsets will 

reach the number k of clusters given a priori. At the end of 

the application of the recursive spectral clustering we will 

apply the b-coloring algorithm to improve the final clustering 

results. 

II. MATERIALS AND METHODS 

 

In this section we present SB-CLUST method, which is 

able to solve the clustering problem. The SB-CLUST 

algorithm is a hybrid method that combines the spectral 

clustering algorithm and b-coloring technique to improve the 

clustering results. Before we describe our proposed 

algorithm, we will provide a brief overview of the both 

algorithms spectral and b-coloring used by our method. 

 

1. Spectral clustering algorithm: 

 
Spectral clustering is became a popular clustering method 

[3]. It has been applied to several applications including 

image segmentation [5], social network analysis [6] and text 

mining [7]. For more details please refer to von Luxburg [8]. 

The spectral clustering techniques calculate the eigenvalues 

of the similarity matrix of entities to perform dimensionality 

reduction before clustering in fewer dimensions by using the 

most popular local search heuristic k-means MC-Queen [8]. 

k-means is an interchange heuristic, where points are 

reassigned to another cluster than their own, one at time, 

until a local optimum is reached. 

 

2. b-coloring algorithm: 

 
The b-coloring based clustering method is inspired from 

the graph theory approach and known as b-coloration 

algorithm. The algorithm was presented in [4]. It enables to 

build a fine partition of the data set into clusters. It has 

several desirable clustering properties: utilization of 

topological relations between objects, robustness to outliers, 

all types of data can be accommodated, and identification of 

each cluster by at least one dominant object. 

 

3. The SB-CLUST: Spectral b-Coloring based 

 Clustering Algorithm: 

 
The different steps of SB-CLUST algorithm are presented 

in Figure 1. In the first step a recursive spectral algorithm is 

applied. In each splitting step a validation index was 

calculated based on the similarity between the entities and 

the centroids of the clusters. In this work we have choose the 

Dunn index as presented as [10]. After the recursive spectral 

algorithm was applied we will use at the end the famous 

graph theory approach called b-coloring algorithm as 

developed by Haytham Alghazel [4].  
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Fig. 1  SB-CLUST ALGORITHM 

III. RESULTS  

To test the effectiveness of our proposed algorithm, we 

have compared its performance with the classical spectral 

clustering algorithm. It is noted that an objective function 

based on the similarities was used for this comparison.   

The preliminary results are encouraged and show that our 

approach has a great potential for data clustering. 

To compare the two methods, we calculate Generalized 

Dunn’s index [2]. The highest value of Generalized Dunn’s 

indicates the best clustering. The comparison between the 

classical clustering algorithm and ours shows that our 

proposed algorithm is more efficient. 

Table 1 shows comparative results between the proposed 

clustering method and spectral algorithm. The three data sets 

considered in this study are Iris, Breast cancer and Wine 

obtained from the UCI machine learning repository 

(http:www.ics.uci.edu/~mlearn/MLrepository.html).  

 

 

 

 

 

 

 

 

 

 

 

TABLE I. .COMPARAISON RESULTS OF DUNN INDEX 

 

Simple # clusters Method dunnG 

1 

IRISDATA 

 

3 

spectral 3.7674 

sb-clust 3.6588 

1 

IRISDATA 

 

4 

spectral 1.7728 

sb-clust 3.4941 

2 
BreastCancer 

 

3 

spectral 2.4357 

sb-clust 2.4359 

2 
BreastCancer 

 

4 

spectral 1.6262 

sb-clust 2.4273, 

2 
BreastCancer 

 

5 

spectral 1.4416 

sb-clust 2.1128 

2 
BreastCancer 

 

6 

spectral 1.4416 

sb-clust 2.2084 

3 

WineData 

 

2 

spectral 4.5246 

sb-clust 6.3227 

 

IV. DISCUSSION AND CONCLUSIONS 

In this work we have proposed a new hybrid clustering 

approach SB-CLUST that combines spectral algorithm and 

b-coloring approach for clustering problem. To the best of 

our knowledge, it is the first time that an hybrid clustering 

method based on spectral and b-coloring graph are applied as 

method for solving the clustering problem. The first results 

shows that our proposed approach has a great potential to 

solve the clustering problems. In the future work more 

experiments analysis will be done with a comparison with 

several other clustering methods. And also we plan to 

introduce metaheuristics to our local search approach to 

improve the performances of our proposed algorithm SB-

CLUST. 
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if  F1>=f1, then C1 
will be splitted by 

using spectral 
clustering algorith 
with 2-means.. (we 
supppose that we 
obtained F1>F2) 

After sppliting we 
get K=3, then we 

have three clusters, 
so we stop the 

splitting steps. At 
the end  the b-

coloring algorithm  
will be applied on 

the cluster set  

{C1, C11,C12} 

 Applied spectral 
algorithm on 2  

clusters. C1 and C2 
two obtained 

clusters, calculate 
Dunn index on 

C1~F1  and on C2 
F2 

X is a set of entities 
to be clustered to 

k=3 clusters 
X ={x1,x2,…Xn}  

C1 

CALCULATE 
VALIDATION 
INDEX DUNN 

=F1 

C11 C12 

C2  

CALCULATE 
VALIDATION 
INDEX DUNN 

=F2 
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